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As consulting firm Milliman has 

extended experience in 

statistical and data 

analyses

We combine global expertise and market-

leading technical skills with local market 

presence, leveraging our in-depth knowledge of 

the regulations and markets in which we operate. 

Serving our clients for 

nearly 75 years
through pioneering strategies, 

tools and solutions worldwide

An active research 

program to supplement 

our consulting activities.

Our involvement in project teams is 

characterized by taking ownership

of the deliverables, quality and 

timely delivery

In a world overloaded with information, our clients rely on us to find the right information and turn it into actionable knowledge to solve their toughest problems 
with confidence. Our aim is to bring depth, clarity and context to the issues and challenges that they face every day. We are relied upon to be industry experts, 
trusted advisors and creative problem solvers.

59 offices worldwide, 

with more than 5000
employees. 

Owned and managed by  

our principals, making us 

personally committed to 

delivering high-quality advice

strong European 

base with about 800 

consultants.

With the rapid developments in the area of

data science, data 

analytics and big data, our 

historically strong statistical capabilities are 

combined with the latest IT developments.

Why Milliman?



Our data science & AI services
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We enlock the strategic value of your data!

Data science & AI projects

Business optimization 
(growth, efficiency, new 
business models) by the 
application of predictive 

modelling (machine learning) 
algorithms

Data science & AI advice

Identification of data science 
use cases for strategic 

acceleration 

Building the data science 
competence (people, 

organisation, processes) 

Data science & AI training

Training of both technical, 
e.g. BI specialists, as non-
technical employees, about 

data science and data driven 
organisations

Model validation

Expert opinion on machine 
learning models for 
regulatory, ethical or 
innovation purposes 

according to our 7-step 
approach



AI – how does it work and 
why is it relevant



AI can bring a competitive advantage
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The steps in data-driven maturity: becoming data-driven is a journey

What happened?

Where, how many, often?

Where is the problem?

What actions are needed?

Why is this happening?

What if these trends continue?

What will happen next?

What’s the best that can happen?
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Degree of Intelligence

Standard report

Ad hoc reports

Query/Drill down

Alerts

Statistical Analysis

Forecasting

Predictive modeling

Optimization
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Machine learning is all around us
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More and more companies are starting to implement narrow AI in their core processes
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Machine learning models learn from data to make predictions
Learning by example (pattern recognition)

Neural Network

size

type

prize

Example Size (m3) Type Price

1 500 villa 750000

2 250 appartment 200000

3 350 house 400000

4 75 studio 115000

… … … …



In machine learning size matters
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The more data (examples) the higher the accuracy



The intelligence of a machine learning model (1)
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Example

Data collection and labelling Training Testing

Label = WOLF

DOGWOLFWOLFDOG

Label = DOGLabel = DOGLabel = WOLFLabel = WOLFLabel = DOGLabel = WOLFLabel = DOGLabel = WOLFLabel = DOGLabel = WOLF

Accuracy of 

50%

DOG WOLF

WOLF DOG
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The intelligence of a machine learning model (2)
Example

= WOLF

So machine learning algorithms …

1. … are mathematical models that learn from data

2. … are highly dependent on the quality of the data

3. … benefit from large datasets

4. … can only predict what they are trained for 

5. … predict based on data patterns, not on knowledge

NARROW AI



Natural Language 
Processing and ChatGPT



Language models



Language models
General

In short

▪ Language models are AI systems that are trained to generate text that is similar to human language

▪ And do not understand the content!

More technical

▪ A language model is a statistical algorithm that uses probabilistic models to generate sequences of 
words that are likely to occur in human language. 
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“Great care should 
be taken when 
using language 
model outputs, 
particularly in high-
stakes contexts, 
with the exact 
protocol (such as 
human review, 
grounding with 
additional context, 
or avoiding high-
stakes uses 
altogether) matching 
the needs of a 
specific use-case.“ 

- OpenAI
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Language models
Factual limitation

Source: OpenAI

https://openai.com/research/gpt-4


All large AI companies invest in language models
Language models

The main players in language models

▪ ChatGPT has rapidly become a widely talked about language model.

▪ Despite its popularity, ChatGPT is not the only language model available. 
There are other alternative options worth considering, such as:

➢BARD by Google AI

➢Claude by Anthropic

➢Falcon by Technology Innovation Institute (Open-source)

➢LlaMA by Meta AI (Open-source)
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Size matters

The size of language models has 
increased from a few million 
parameters to hundreds of 
billions: 

Bert (2018) – 0,340 bn parameters

RoBERTa (2019) – 0,355 bn parameters

GPT-1 (2018) – 0,117 bn parameters

GPT-2 (2019) – 1.5 bn parameters

GPT-3 (2020) – 175 bn parameters

GPT-4 (2023) – 1760 bn parameters

20

Language models
The size of language models has been rapidly increasing in recent years



ChatGPT development

▪ GPT-3 is a strong language 
model but NOT specialized in a 
specific way.

▪ GPT-3.5 or InstructGPT, a 
specialized language model 
optimized for executing 
commands was released in early 
2022.

21

ChatGPT is more than just a language model - 1
Customer interaction was the key success factor



ChatGPT components

▪ ChatGPT is fine-tuned from a 
model in the GPT-3.5 series 
using the same methods as 
InstructGPT.

▪ This method is called:
Reinforcement Learning from 
Human Feedback (RLHF)

22

ChatGPT is more than just a language model - 2
Customer interaction was the key success factor

Source: InstructGPT paper by OpenAI.
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ChatGPT
Road to success

November 2022 December 2022 January 2023 February 2023

30th November 2022

Release of ChatGPT

5th December 2022

1 million user-mark

1st February 2023

Estimated to have reached 
100 million monthly active 
users. Making it the 
fastest-growing consumer 
application in history

31st January 2023

ChatGPT helps a judge 
with a verdict (Colombia)

20th December 2022

ChatGPT would pass the 
United States Medical 
Licensing Exam (USMLE)

31st January 2023

ChatGPT passes L3 
Software Developer coding 
interview at Google: the 
role pays $183,000/year

26st January 2023

ChatGPT drafts several 
Bills (USA)6th December 2022

ChatGPT scores IQ=147, 
99.9th %ile

1st February 2023

GPT-3 integrated in 
Microsoft Teams Premium

7th February 2023

AI-powered Microsoft Bing 
and Edge



Bot versus Human



AI Generated text

In the news

▪ “Top AI conference bans use of ChatGPT and AI language tools to write academic papers”

▪ “AI-generated answers temporarily banned on coding Q&A site Stack Overflow”

▪ “New York City schools ban access to ChatGPT over fears of cheating and misinformation”

There are different fears about the harmful effects of AI-generated text. Some of the most common are:

▪ The output of these systems is simply unreliable especially when the model is not fine-tuned for the specific task

▪ It is more difficult to check for plagiarism

▪ The output can be used and presented as own work. For example, in high schools/universities

25

No fact checking, just word predictions



Bot versus Human
How to distinguish

Recap

▪ A language model is a statistical algorithm that uses probabilistic models to generate sequences of 
words that are likely to occur in human language

▪ An AI generated text has words that have a high probability to occur together

▪ Humans to not know these probabilities. And therefore, don’t always match the ‘correct’ words together

26



Bot versus Human
How to distinguish
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Perplexity Score
Randomness of the text

Human generated text have in general a 
higher Perplexity Score due to a higher 

randomness in the choice of words

Burstiness Score
Variation in Perplexity

Humans tend to have more variance in 
their sentences
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Tools to distinguish a Bot from a human

There are several tools available that help you to check if a text might be AI generated:

▪ GPTZero

▪ WRITER - AI Content Detector

▪ OpenAI – AI Text Classifier (currently off-line)

However …

▪ … they are not 100% correct

▪ … they rely on the fact that human and AI text are systematic different

How to distinguish



Tips & tricks for the use
of ChatGPT
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Things to keep in mind about ChatGPT
Latest developments

▪ Is a general conversational language model, so it is 
not fine-tuned for a specific task

▪ Has NO connection to the internet

▪ Is trained on data until 09-2021

▪ Is a machine learning model and may not always 
provide correct answers

▪ More recent and more capable model

➢ Can use images/data as input

➢ Faster response

➢ Connection to the internet

▪ Access to beta features

▪ Is still a machine learning model and may not always 
provide correct answers

GPT-4GPT-3.5

ChatGPT currently has 2 version

• GPT-3.5 (Free version)

• GPT-4 (Plus subscription)



The benefits of OpenAI in Azure

▪ Connect your own data with 
language and image models

▪ Several benefits including:

✓ Security

✓ Compliance and 
Regulation

✓ Scalability

✓ Availability

31

Azure OpenAI Service
The power of GPT within your own Azure environment

* Azure OpenAI Service requires registration and is currently only available to approved enterprise customers and partners.
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Tips and Tricks
How to ask the right question

1. Be clear and specific with your prompts (Prompt engineering)

➢ ChatGPT is a language model, so it is important to give it clear and specific prompts to ensure you get the answers 
you are looking for

2. Provide context

➢ If you are asking a question, provide some context so that ChatGPT can better understand what you are asking and 
respond accordingly

3. Be mindful of ChatGPT's biases

➢ Like any AI system, ChatGPT is trained on the data it has been exposed to and can have biases based on that data

4. Experiment with different prompt styles

➢ Conversational, Text completion, Text generation, Text summarization, Translation, etc.



Use cases in the 
investment industry



The application of AI (and ChatGPT) has 
proven to be valuable across various 
industries, including the financial sector

34

AI (and ChatGPT) in the investment profession

Generative AI use cases

Customer interaction Semantic searchContent generation



35

Customer interaction: robo advice or financial education?

Customer interaction

Consumer awareness Personalized communication

Demographics

Net worth

Risk appetite

Browsing behavior

…
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Content generation (i.c.w. transfer learning)

Marketing materials Investment blogs Prospectus

Content generation



Contect generation: language translation
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Content generation
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Semantic search: analyzing text data at scale

Identifies trends and opportunities

Market and trend analysis

LLM’s can also be used for market 

research, to analyze large amounts 

of data to identify patterns and trends 

that could indicate investment 

opportunities.

Better client understanding 

Using Bots

LLM’s can be used in customer 

service to automate the answering of 

frequently asked questions, allowing 

customer service representatives to 

focus on more complex issues.

For example, analyzing earning calls 

and/or documents to extract facts, 

figures, and sentiment. Or analyzing 

social media posts for underwriting. 

Make informed decisions

Sentiment Analysis

LLM’s can be used for sentiment 

analysis on news articles, social 

media posts, and other public 

sources to gauge public opinion and 

identify potential market trends.

Semantic search



Understanding call center interaction
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Using speech-to-tekst and NLP

Semantic search
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Build a presentation (outline) about ChatGPT

+ 31 6 11334000

Raymond van Es

Practice Lead Data Science                  

+ 31 6 11334000

Raymond van Es

Practice Lead Data Science                  

+ 31 6 86 82 23 97

Daniel van Dam

Lead Data Scientist                  



Discussion



What do the experts say about narrow AI?
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It will change the world!



We are only limited by our imagination
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The opportunities are endless



Excited?
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Questions/discussion
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Thank you 

This presentation is intended solely for educational purposes and presents information of a general nature. It is not intended to guide 
or determine any specific individual situation and persons should consult qualified professionals before taking specific 
actions. Neither the speaker, the speaker's employer (Milliman), shall have any responsibility or liability to any person or entity with 
respect to damages alleged to have been caused directly or indirectly by the content of this presentation. The contents of this 
presentation should not be modified, distributed or shown without Milliman's prior written consent.

Copyright © Milliman 2017. All rights reserved.
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